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Abstract—How to allocate the limited wireless resource in dense radio access networks (RANs) remains challenging. By leveraging a software-defined control plane, the independent base stations (BSs) are virtualized as a centralized network controller (CNC). Such virtualization decouples the CNC from the wireless service providers (WSPs). We investigate a virtualized RAN, where the CNC auctions channels at the beginning of scheduling slots to the mobile terminals (MTs) based on bids from their subscribing WSPs. Each WSP aims at maximizing the expected long-term payoff from bidding channels to satisfy the MTs for transmitting packets. We formulate the problem as a stochastic game, where the channel auction and packet scheduling decisions of a WSP depend on the state of network and the control policies of its competitors. To approach the equilibrium solution, an abstract stochastic game is proposed with bounded regret. The decision making process of each WSP is modeled as a Markov decision process (MDP). To address the signalling overhead and computational complexity issues, we decompose the MDP into a series of single-agent MDPs with reduced state spaces, and derive an online localized algorithm to learn the state value functions. Our results show significant performance improvements in terms of per-MT average utility.

Index Terms—Software-defined networking, radio access networks, network virtualization, multi-user resource scheduling, stochastic games, Markov decision process, learning

1 INTRODUCTION

The proliferation of mobile devices and data-intensive applications is driving up a significant demand for wireless services. It’s predicted that the mobile data traffic will double every year from 2011 to 2020 [1]. The network operators (NOs) witness the exponential growth in data traffic, which has led to an unremitting increase in network provisioning. Network densification has been considered as the dominant theme towards future mobile networking [2]. As mobile data traffic evolves from being voice-dominated to being video-dominated and data-dominated, the revenue per unit-data for NOs is declining at an unhealthy rate.
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These trends are pushing NOs to look for more cost-effective ways to provide wireless services. Network sharing emerges as a disruptive mechanism to control both the capital expenditure (CapEx) and the operational expenditure (OpEx) [3]. This has started breaking up the vertically integrated nature of the conventional cellular system. Radio access network (RAN) sharing among NOs has recently received considerable attention due to the potential performance gain and inherent cost-saving benefits provided by utilizing economies of scale and avoiding duplicated investment on network infrastructure [4], [5], [6]. The worldwide combined CapEx and OpEx savings can be up to $60 billion through RAN sharing over a period of five years [7].

However, the RAN sharing activities are mostly based on long-term business agreements between the NOs, and most existing network sharing solutions have the drawbacks of separating both data and control planes among NOs, accommodating customized wireless services, and capability of adapting to dynamic network statistics in practice. It is important to design a fundamental framework that can boost network performances and reduce NOs’ expenses by allowing more efficient and flexible network sharing. Network virtualization is emerging as a key enabler for RAN sharing, with which the traditional single ownerships of network infrastructure and spectrum resources can be decoupled from the wireless services [8], [9], [10], [11]. Consequently, the same physical network infrastructure is able to host multiple wireless service providers (WSPs) [12]. Although network virtualization is a promising technology for next generation RANs, one unique research challenge lies in wireless resource scheduling across mobile terminals (MTs) of...
different WSPs. The diversified traffic from MTs in an RAN makes it difficult to achieve the optimal tradeoff between service flexibility and network scalability.

A software-defined networking (SDN) framework has been proposed to coordinate the complex radio access in cellular networks [13], [14]. SDN simplifies network management by decoupling the control plane from the data plane and is a natural platform for realizing network virtualization in RANs. The authors in [15], [16] presented software-defined cellular network architectures, allowing a remote controller to perform wireless resource slicing without modifying the MAC scheduler of a base station (BS). CloudIQ constitutes the first step towards wireless SDN by centralizing all data and control plane processing [17]. However, pushing all data processing to a central location imposes a huge demand on bandwidth and latency on backhaul. In [18], the authors proposed a proof-of-concept illustration of a software-defined RAN architecture where the independent physical BSs are virtualized as a centralized network controller (CNC), which performs centralized control plane operations.

In this paper, we are primarily concerned with a SDN-enabled virtualized RAN, where the CNC manages a limited set of channels and multiple competing WSPs bid the channel access opportunities for their MTs according to the network dynamics. The dynamics in a wireless network can be the results of the environmental disturbances and the interactions among the WSPs. For example, the packet arrival rates and the channel states can change from time to time due to the environmental disturbances. In the virtualized network, the CNC schedules channel usage upon collecting the bids from WSPs. The fairness during this centralized auction process is regulated through a Vickrey-Clarke-Groves (VCG) pricing mechanism [19]. After receiving the channel scheduling outcomes, each MT of a WSP then proceeds to schedule the packets in the queue to optimize the expected long-term performance. Due to the competitive and stochastic nature of the channel auction and packet scheduling process, a general approach is to model the problem as a stochastic game [20], [21]. Stochastic game has already been widely adopted in the literature to analyze the dynamic optimization problem of wireless resource scheduling [21], [22]. Most of these results are, however, not scalable and with high implementation complexity, which hinder their applications in dense networks.

The contributions of this work are three-folded. First, we model the interactions among the CNC, WSPs and MTs in a SDN-enabled virtualized RAN with time-varying packet arrivals and channel states as a stochastic game, where each WSP aims to achieve its maximum expected long-term payoff. Second, due to the lack of complete information of the global network states and the control policies of all participating WSPs, we transform the original stochastic game into an abstract stochastic game with bounded performance regret. The decision making process of each WSP is modeled as a single-agent Markov decision process (MDP). Finally, we propose a linear decomposition approach for the per-WSP MDP to reduce the computational complexity at each WSP and the signalling overheads between the WSP and the subscribed MTs. Our proposed decomposition approach allows each MT to locally compute its individual state value functions. Without a priori statistical knowledge of channel states and packet arrivals, we propose a reinforcement learning [23] based algorithm for a MT to learn the state value functions by restructuring the immediate utility function in each scheduling slot. Compared to most existing works in literature, our proposed wireless resource scheduling scheme is simple and inherently self-organized, and can be deployed in dense networks with a large number of MTs.

The rest of this paper is organized as follows. In Section 2, we introduce the system model and the assumptions used throughout the paper. In Section 3, we formulate the problem of wireless resource scheduling as a stochastic game and discuss the corresponding game theoretic solution. In Section 4, we propose an abstract game based model to approximate the stochastic game and derive a learning scheme to solve the wireless resource scheduling problem online. We present the numerical results in Section 5 to evaluate the performance achieved by our proposed scheme. Finally, Section 6 draws the conclusion. In Table 1, we summarize the major notations of this paper.

## 2 System Model

As depicted in Fig. 1, we consider a SDN-enabled virtualized RAN, where multiple heterogeneous wireless services are supported over a common physical network infrastructure owned by a physical NO. The shared RAN covers a certain area. Different WSPs provide different wireless services, and each MT subscribes to only one WSP. Depending on the service types, the MTs belong to W groups, each of which

### Table 1: Major Notations Used in the Paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W / W$</td>
<td>number/set of WSPs</td>
</tr>
<tr>
<td>$K / K$</td>
<td>number/set of cells</td>
</tr>
<tr>
<td>$</td>
<td>N_{k,w}</td>
</tr>
<tr>
<td>$\delta$</td>
<td>scheduling slot duration</td>
</tr>
<tr>
<td>$H_{k,n}$</td>
<td>channel state of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$H_{k,n}^i$</td>
<td>queue state of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$Q_{k,n}^i$</td>
<td>maximum queue length at slot $t$ in cell $k$</td>
</tr>
<tr>
<td>$Q_{\max}^i$</td>
<td>packet size</td>
</tr>
<tr>
<td>$\mu$</td>
<td>channel allocation variable for MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\forall_{k,n} \forall_{k,n}^i$</td>
<td>packet arrivals of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\forall_{k,n}^i$</td>
<td>state of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\rho_{k,n}$</td>
<td>channel allocation of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\rho_{k,n}^i$</td>
<td>packet arrivals of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$R_{k,n}$</td>
<td>scheduled packets of MT $n$ in cell $k$ at slot $t$</td>
</tr>
<tr>
<td>$P_{k,n}$</td>
<td>transmit power of MT $n$ in cell $k$ at slot $t$</td>
</tr>
<tr>
<td>$P_{\max}$</td>
<td>maximum transmit power for MTs in cell $k$</td>
</tr>
<tr>
<td>$U_{k,n}$</td>
<td>utility price for MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\phi_{k,n}$</td>
<td>weight of transmit power for MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$\alpha_{k,n}$</td>
<td>expected long-term utility of MT $n$ in cell $k$</td>
</tr>
<tr>
<td>$U_{k}$</td>
<td>payoff of WSP $w$</td>
</tr>
<tr>
<td>$\beta_{w}$</td>
<td>bid of WSP $w$</td>
</tr>
<tr>
<td>$\psi_{w}$</td>
<td>valuation of WSP $w$</td>
</tr>
<tr>
<td>$\omega_{w}$</td>
<td>channel request profile of WSP $w$</td>
</tr>
<tr>
<td>$\tau_{w}$</td>
<td>payment of WSP $w$</td>
</tr>
<tr>
<td>$\theta_{w}$</td>
<td>abstract state at WSP $w$</td>
</tr>
<tr>
<td>$\theta_{w}^*$</td>
<td>winner determination vector</td>
</tr>
<tr>
<td>$\pi_{w}$</td>
<td>control policy of WSP $w$</td>
</tr>
<tr>
<td>$\pi_{w}$</td>
<td>channel auction policy of WSP $w$</td>
</tr>
<tr>
<td>$\pi_{w}^{(c)}$</td>
<td>packet scheduling policy for MTs of WSP $w$</td>
</tr>
<tr>
<td>$\pi_{w}^{(p)}$</td>
<td>expected long-term payoff of WSP $w$</td>
</tr>
<tr>
<td>$\psi_{w}$</td>
<td>optimal state value function of WSP $w$</td>
</tr>
<tr>
<td>$\psi_{w}$</td>
<td>state-channel allocation Q-function of WSP $w$</td>
</tr>
<tr>
<td>$\psi_{w}$</td>
<td>expected long-term payment of WSP $w$</td>
</tr>
</tbody>
</table>
In practical cellular scenarios, the channel coherence time is much shorter than the radio resource scheduling slot duration. The developed wireless resource scheduling scheme in this paper can be extended to the downlink case. For brevity, we may also write \(Q'_{k,n} := \rho'_{k,n;\mathcal{J}}\) as \(\rho'_{k,n;\mathcal{J}}\). Mathematically, \(\forall t \in \mathbb{N}_+\), the constraints for a feasible channel scheduling decision at the CNC are given by

\[
\left( \sum_{w \in \mathcal{W}} \sum_{n \in \mathcal{N}_{k,w}} \rho'_{k,n,j} \right) \left( \sum_{w \in \mathcal{W}} \sum_{n \in \mathcal{N}_{k,w}} \rho'_{k,n,j} \right) = 0,
\]

if \(d_{k,w} = 1\), \(\forall d_{k,w} \in D\), \(\forall j \in \mathcal{J}\); \(\sum_{n \in \mathcal{N}_{k,w}} \rho'_{k,n,j} = \theta'_{k,w,n} \forall k \in \mathcal{K}, \forall w \in \mathcal{W}\); \(\sum_{w \in \mathcal{W}} \sum_{n \in \mathcal{N}_{k,w}} \rho'_{k,n,j} \leq 1, \forall k \in \mathcal{K}, \forall j \in \mathcal{J}\). \(\text{(5)}\)

In (4), \(\phi'_{k,n} = \sum_{j \in \mathcal{J}} \rho'_{k,n,j}\) is a channel allocation variable that equals 1 if MT \(n\) is assigned a channel and 0 otherwise.

We assume a block-fading model for the channels within the spectrum band. In addition, we assume that the states of all channels experienced by a MT are identical during the period of each scheduling slot. Let \(H'_{k,n} \in \mathcal{H}\) be the channel state of a MT \(n \in \mathcal{N}_{k,w}\) (\(\forall k \in \mathcal{K}\) and \(\forall w \in \mathcal{W}\)) at slot \(t\), where \(\mathcal{H}\) is the set of possible channel states for all MTs. Then \(H'_{k,n}\) is quasi-static within each slot and is independent and identically distributed (i.i.d.) between different slots. The distribution of \(H'_{k,n}\) is assumed to be not known a priori.

At every MT, a data queue is maintained for buffering the packets that arrive at the end of a scheduling slot. The arriving packets get queued until transmission and we assume that every packet has a constant size of \(\mu\) (bits). Let \(Q'_{k,n}\) and \(A'_{k,n}\) be, respectively, the queue length and the random new packet arrivals for MT \(n\) at slot \(t\). The queue arrival process is assumed to be independent among the MTs and i.i.d. across scheduling slots. Like \(H'_{k,n}\), we assume that the distribution of \(A'_{k,n}\) is unknown as well. Let \(R'_{k,n}\) be the number of targeted packets that are to be removed from the queue at slot \(t\). The number of packets that are eventually transmitted is then \(\phi'_{k,n}R'_{k,n}\), and the queue evolution of MT \(n\) can be written as

\[
Q'_{k,n} = \min\{Q'_{k,n} - \phi'_{k,n}R'_{k,n} + A'_{k,n}, Q^{(max)}\},
\]

where \(Q^{(max)}\) is the maximum buffer size that restricts \(Q'_{k,n} \in \mathcal{Q} = \{0, \ldots, Q^{(max)}\}\). The structure of one scheduling slot is shown in Fig. 2.

Following the discussions in [24], the required power for a MT \(n \in \mathcal{N}_{k,w}\) (\(\forall k \in \mathcal{K}\) and \(\forall w \in \mathcal{W}\)) to reliably transmit \(\phi'_{k,n}R'_{k,n}\) error-free packets can be computed as

\[
P'_{k,n} = \frac{M c^2}{H'_{k,n}} \left( \frac{2^{\rho_{k,n,j}} R'_{k,n}}{\ln 2} - 1 \right),
\]

where \(c^2\) is the noise power spectral density. We can observe from (7) that given \(H'_{k,n}\), the transmit power \(P'_{k,n}\) is a strictly monotonically increasing function of \(\phi'_{k,n}R'_{k,n}\). Let \(P^{(max)}\) be the maximum transmit power for all MTs, namely,
where $Q_{k;n}^t$ is jointly determined by $H^t_{k;n}$ and $P^{(max)}_{k;n}$. We next need a payoff function to reward the WSPs for winning the channel auction. The instantaneous payoff of a WSP $w$ at slot $t$ can be defined as
\[
F_w(x', y', r'_w) = \sum_{k \in W \setminus w} \sum_{n \in \mathcal{N}_{k,w}} \alpha_{k,n} U_{k,n}(x'_{k,n}, y'_{k,n}, r'_w) - r'_w, \tag{8}
\]
where $x'_k = (H^t_{k,n} Q^t_{k,n}) \in \chi^t_k \equiv \mathcal{H} \times Q$ denotes the local network state at a MT $n$ that encapsulates the local channel and queue state information, $y'_w = (u'_w, t') \in \chi^t_{w, k_n}$. The channel auction and the packet scheduling decisions for MTs of WSP $w$, and $\alpha_{k,n} \in \mathbb{R}_+$, can be viewed as the unit price to charge MT $n$ for realizing utility $U_{k,n}(x'_{k,n}, y'_{k,n}, r'_w)$ from consuming transmit power to avoid the packet overflows (due to the limited buffer size), which is chosen to be
\[
U_{k,n}(x'_{k,n}, y'_{k,n}, r'_w) = \phi_{k,n} U^{(1)}_{k,n} (P^t_{k,n}) + U^{(2)}_{k,n} (Q^t_{k,n}) + U^{(3)}_{k,n} (\eta^t_{k,n}). \tag{9}
\]
In (9), $\eta^t_{k,n} = \max \{Q^t_{k,n} - y'_{k,n}, 0\}$ defines the number of packet drops, and we assume that $U^{(1)}_{k,n} (\cdot)$, $U^{(2)}_{k,n} (\cdot)$ and $U^{(3)}_{k,n} (\cdot)$ are positive monotonically decreasing functions. $U^{(1)}_{k,n} (\cdot)$ and $U^{(3)}_{k,n} (\cdot)$ measure the satisfactions of the buffer delay and the packet drops, respectively. The buffer delay can be termed as the immediate queue occupancy \cite{26} and the packet drops occur when the queue vacancy is less than the number of arriving packets. $\phi_{k,n} \in \mathbb{R}_+$ is a constant weighting factor that balances the importance of the transmit power consumption. With slight abuse of notations, we rewrite $U_{k,n}(P^t_{k,n})$, $U_{k,n}(Q^t_{k,n})$ and $U_{k,n}(\eta^t_{k,n})$ as $U^{(1)}_{k,n}(x_{k,n}, y_{k,n}, r^t_{w})$, $U^{(2)}_{k,n}(x_{k,n}, y_{k,n}, r^t_{w})$ and $U^{(3)}_{k,n}(x_{k,n}, y_{k,n}, r^t_{w})$.

3 Problem Formulation and Game Theoretic Approach

In this section, we first formulate the problem of wireless resource scheduling (namely, the competitive channel auction and packet scheduling) as a stochastic game and then discuss the game theoretic solution.
is, the problem of stochastic channel auction and packet scheduling, which is formulated as a stochastic game \(G\) to be detailed in the following. In the game \(G\), W WSPs are the players and there are a set \(X^{W}\) of global network states and a collection of decision-making sets, \(\mathcal{Y}_w, \forall w \in \mathcal{W}\).

The stationary joint control policy \(\pi\) induces a probability distribution over the sequence of global network states \(\{x^t : t \in \mathbb{N}_+\}\), and hence a probability distribution over the sequences of per-slot payoffs \(\{F_w(x^t, \varphi^t_w, \mathbf{R}_w^t) : t \in \mathbb{N}_+\}\), \(\forall w \in \mathcal{W}\). From assumptions on the channel states and the packet arrivals, the random process, \(x^t, t \in \mathbb{N}_+\), is Markovian with the following transition probability

\[
\Pr\{x^{t+1} | x^t, \varphi^t(x^t), \pi^t(x^t)\} = \Pr\{Q^{t+1} | Q^t, \varphi^t(x^t), \pi^t(x^t)\} \Pr\{H^{t+1}\} = \prod_{k \in \mathcal{K}} \prod_{n \in \mathcal{N}_k} \Pr\{Q^{t+1}_{k,n} | Q_{k,n}, \varphi_{k,n}(x^t), \pi_{k,n}^t(x_{k,n}^t)\} \Pr\{H^{t+1}_{k,n}\},
\]

where \(\Pr\{\cdot\}\) denotes the probability of an event, \(\varphi = [\varphi_w : w \in \mathcal{W}]\) is the global channel allocation, while \(\pi^t(x) = [\pi^t_w : w \in \mathcal{W}]\) and \(\pi^t(x) = [\pi^t_w : w \in \mathcal{W}]\) are the joint channel auction and the joint packet scheduling policies. Taking expectation with respect to the sequence of per-slot payoffs, the expected long-term payoff of a WSP \(w\) for a given initial state \(x^1 = x\) can be expressed as

\[
V_w(x, \pi) = (1 - \gamma) \times \mathbb{E}\left[\sum_{t=1}^{\infty} (\gamma)^{t-1} F_w(x^t, \varphi_w(x^t), \pi_w^t(x^t)) \mid x^1\right],
\]

where \(\gamma \in [0, 1)\) is the discount factor and \((\gamma)^{-1}\) denotes the discount factor to the \((t-1)\)th power. \(V_w(x, \pi)\) is also named as the state value function of WSP \(w\) in state \(x\) under joint policy \(\pi\). Note that for the non-ergodic Markov system \(5\) in this paper, we define an expected infinite-horizon discounted payoff function in (13) as the optimization objective. Nevertheless, the expected infinite-horizon undiscounted payoff

\[
\overline{F}_w(\pi) = \mathbb{E}\left[\lim_{t \to \infty} \frac{1}{t} \sum_{t=1}^{t} F_w(x^t, \varphi_w(x^t), \pi_w^t(x^t)) \right],
\]

can be approximated by (13) when \(\gamma\) approaches 1 [29]. The aim of each WSP \(w\) is to find a best-response control policy \(\pi^*_w\) that maximizes \(V_w(x, \pi_w, \pi_{-w})\) for any given initial network state \(x\), which can be formally formulated as

\[
\pi^*_w = \arg\max_{\pi_w} V_w(x, \pi_w, \pi_{-w}), \forall x \in \mathcal{X}^{W}.
\]

In stochastic game \(G\), a Nash equilibrium (NE) is generally accepted as a solution concept to describe the most rational decision makings by the WSPs and is defined as follows.

**Definition 1.** In stochastic game \(G\), a NE is a tuple of policies \((\pi^*_w : w \in \mathcal{W})\), where each \(\pi^*_w\) of a WSP \(w\) is the best response to the other WSPs’ control policies \(\pi_{-w}^*\).

The result below shows that for the considered stochastic game, there always exists a NE in stationary policies.

**Theorem 1.** Every \(W\)-player stochastic game with discounted payoffs has at least one stationary NE [30].

**Remark 1.** From (13), we can observe that the expected long-term payoff of a WSP \(w \in \mathcal{W}\) depends on information of the global network state and the joint control policies of all WSPs. In other words, the channel auction and the packet scheduling decision makings of WSPs are closely coupled with each other in our game model.

### 3.2 Best-Response Joint Channel Auction and Packet Scheduling

Assume that each WSP \(w \in \mathcal{W}\) obtains the global network state information and all the other WSPs play the NE policies \(\pi^*_w = (\pi^*_w, k, \pi^*_w, n)\). WSP \(w\)’s best-response policy can be obtained by solving (16), \(\forall x \in \mathcal{X}^{W}\), where \(\forall w(x) = V_w(x, \pi^*_w, \pi^*_w)\) is the optimal state value function and \(x\) is the subsequent global network state. The channel scheduling and the packet scheduling decisions are made independently at the CNC and the WSP sides, which motivates us to define a state-channel allocation \(Q\)-function (17). The best-response control policy \(\pi^*_w\) is composed of the channel auction policy \(\pi^*_{w,c}\) and the packet scheduling policy \(\pi^*_{w,p}\). With any given channel auction policy \(\pi^*_{w,c}, \pi^*_{w,p}\) is \(\pi^*_{w,c} = (\pi^*_{w,c, k, n} : k \in K, n \in \mathcal{N}_{k,n, w})\) of WSP \(w\) is the solution to (18) and \(\pi^*_{w,c}\) can be of

\[
\pi^*_{w,c}(x) = \arg\max_{\pi^*_{w,c}} Q_w(x, \varphi_w(\pi^*_{w,c}(x), \pi^*_{w,p}(x))).
\]

**Remark 2.** From the above analysis, we can observe that achieving the NE is still a technically challenging task. Each WSP \(w \in \mathcal{W}\) in the network has to know complete information of the global network dynamics (20), \(\forall x, x' \in \mathcal{X}^{W}\), which incurs exponential computational complexity even for a network of reasonable size. More importantly, the private queue state transition probabilities and channel state distributions at other competing WSPs, i.e., the \(\Pr\{Q_{k,n}^t \mid Q_{k,n}^t, \varphi_{k,n}(w), \pi_{k,n}^t(\mathbf{x}_w), \pi_{k,n}^t(\mathbf{x}_w'), \pi_{k,n}^t(\mathbf{x}_w'), \pi_{k,n}^t(\mathbf{x}_w'), \pi_{k,n}^t(\mathbf{x}_w')\}\) and the \(\Pr\{H_{k,n}^t\}, n' \in \mathcal{N}_{k,n, w}, k \in K, n \in \mathcal{N}_{k,n, w}, \forall w \in \mathcal{W} \setminus \{w\}\), are impossible to be known.

### 4 ABSTRACT STOCHASTIC GAME REFORMULATION AND ONLINE LOCALIZED LEARNING

In this section, we elaborate on how to determine the best-response control policies in a computationally efficient way, by which the channel auction and the packet scheduling decisions can be made with limited information. More specifically, at each scheduling slot, the WSPs announce to the CNC the bids based on their own local abstract network information. After receiving the channel scheduling outcomes from the CNC, the MTs decide the number of packets to be delivered.

5. Due to the competition among the WSPs, the control policies, \(\pi_{w}, \forall w \in \mathcal{W}\), are not unichain.
\[
V_w(x) = \max_{\pi_w(x)} \left\{ (1 - \gamma)F_w(x, \varphi_w(\pi_w^c(x), \pi_w^{c*}(x)), \pi_w^{(p)}(x)) + \gamma \sum_{x' \in X'} \text{Pr}\left(x'|x, \varphi_w(\pi_w^c(x), \pi_w^{c*}(x)), (\pi_w^{(p)}(x), \pi_w^{(p)*}(x-w))\right)V_w(x') \right\}
\]

\[
Q_w(x, \varphi_w(\pi_w^c(x), \pi_w^{c*}(x))) = \max_{\pi_w^{(p)}(x)} \left\{ (1 - \gamma)F_w(x, \varphi_w(\pi_w^c(x), \pi_w^{c*}(x)), \pi_w^{(p)}(x)) + \gamma \sum_{x' \in X'} \text{Pr}\left(x'|x, \varphi_w(\pi_w^c(x), \pi_w^{c*}(x)), (\pi_w^{(p)}(x), \pi_w^{(p)*}(x-w))\right)\right\} \]

4.1 Stochastic Game Abstraction

To avoid the high computational cost due to the large dimensionality of the network state space \(X^{|W|}\) and to capture the impacts of other WSPs’ decision makings in a non-cooperative networking environment, there is an imperative need for a WSP to approximate the inter-WSP couplings. One possible solution is to construct an abstract version of the original stochastic game \(G\) [31]. In an abstract stochastic game \(\tilde{G}\), all WSPs behave based on their own local network states and abstractions of other competing WSPs’ local states. We denote \(\tilde{X}_w = X^{|W|} \times S_w\) as the abstract network state space of each WSP \(w \in W\), where \(S_w = \{1, \ldots, |S_w|\}\) is an abstraction of the state space \(X_{-w}\) of other WSPs.

**Definition 2.** For each WSP \(w \in W\) in the abstract stochastic game \(\tilde{G}\), the abstract states regarding other competing WSPs are constructed according to a surjective aggregation function \(l_w : X_{-w} \rightarrow S_w\). This implies,

\[
S_w = \{l_w(x_{-w}) : x_{-w} \in X_{-w}\}, \forall w \in W.
\]

**Remark 3.** The NE of the abstract game \(\tilde{G}\) can be matched back to the original stochastic game \(G\) given the surjective aggregation functions for all WSPs [33]. But the mapping from \(X_{-w}\) to \(S_w\) in (21), \(\forall w \in W\), requires the complete local network dynamics from the competitors. Moreover, the state-of-art state abstraction algorithms [32], which are based on various similarity criteria of defining the aggregation functions, are NP-complete [33].

Developing algorithms of constructing the surjective aggregation functions for such an abstract game requires the WSPs to exchange the local network dynamics, which is daunting for our non-cooperative scenario. On the other hand, the environmental feedbacks received by the WSPs (i.e., the payment (11) or the payoff (8)) also imply the behavioral couplings in the game \(G\). Hence we propose that each WSP \(w \in W\) in the abstract game \(\tilde{G}\) builds an internal \(S_w\) by classifying the value intervals of the payments (or the payoffs), the procedure of which will be explained in Section 5.1. Herein, \(S_w\) can be treated as an approximation of \(X_{-w}\) with \(|S_w| \ll |X_{-w}|\). In line with the discussions, the WSPs’ self-organizing behaviours are then not constrained by the form of \(l_w\) as well as the \(X_{-w}\).

We will see in Section 4.3 that the statistics of \(S_w\) can be learned from the history of the game \(\tilde{G}\). Based on the abstract network state space \(\tilde{X}_w\), we have the abstract action space \(\tilde{Y}_w\) and the payoff function \(F_w\) in game \(\tilde{G}\) is accordingly defined over \(\tilde{X}_w\) and \(\tilde{Y}_w\) for each WSP \(w\). Let \(\pi = (\pi_w : w \in W)\) be a stationary joint control policy employed by the WSPs in the abstract game \(\tilde{G}\), where \(\pi_w = (\pi_w^{(c)}(x), \pi_w^{(p)}(x))\) with \(\pi_w^{(c)}\) being the abstract channel auction policy. Likewise, the abstract state value function for WSP \(w\) under \(\pi\) can be expressed as (22), \(\forall x_w = (x_w, s_w) \in \tilde{X}_w\) with \(s_w \in S_w\).
where \( \tilde{\pi}^{(c)}(\chi') = (\tilde{\pi}^{(c)}_w(\chi') : w \in \mathcal{W}) \), \( \hat{\pi}^{(c)}(w) = (\hat{\pi}^{(c)}_w : w \in \mathcal{W}) \) is the joint abstract channel auction policy, and \( \chi' = (\tilde{\chi}_w' : w \in \mathcal{W}) \) with each \( \tilde{\chi}_w' \) being the abstract network state of WSP \( w \) at slot \( t \). Fig. 2 shows the similarity and difference between the games \( G \) and \( \hat{G} \).

For the purpose of theoretical analysis, we continue using \( l_w \) for WSP \( w \) as the hidden function mapping from \( \chi_{-w} \) to \( S_w \). In the mapping from original stochastic game \( G \) to abstract stochastic game \( \hat{G} \), we denote \( \varepsilon_w(s_w) \) as the length of the value interval that is associated with a state \( s_w \in S_w \) of each WSP \( w \) in \( \mathcal{W} \). We then have (23), where \( \pi_0 \) and \( \hat{\pi} \) are two matched control policies, respectively, in games \( G \) and \( \hat{G} \), and \( \hat{\chi} = (\tilde{\chi}_w : w \in \mathcal{W}) \).

**Definition 3.** Given the abstract joint control policy \( \hat{\pi} \) of all WSPs in the abstract game \( \hat{G} \), the matched joint control policy \( \pi \) in the original stochastic game \( G \) is a policy that satisfies

\[
\sum_{\chi'_w \in \chi_w} \Pr \left\{ \chi'_w | \tilde{\chi}_w, \varphi_w \left( \pi^{(c)}(\chi') \right), \pi^{(p)}(\chi_w) \right\} = \sum_{\chi \in \chi^{|\mathcal{W}|}} \Pr \left\{ \chi | \pi^{(c)}(\chi), \pi^{(p)}(\chi) \right\},
\]

\( \forall \chi \in \chi^{|\mathcal{W}|} \) where each \( \tilde{\chi}_w = (\chi_w, l_w(\chi_{-w})) \).

Therefore, there exists an error bound of the payoffs for each WSP \( w \in \mathcal{W} \), which can be given by

\[
\varepsilon_w^{(\text{max})} = \max_{s_w \in S_w} \varepsilon_w(s_w).
\]

If the value intervals are of equal length, then \( \varepsilon_w(s_w) = \varepsilon_w^{(\text{max})} \), \( \forall s_w \in S_w \). As indicated by the lemma below, the expected long-term payoff achieved by WSP \( w \) from a control policy \( \pi_w \) in the abstract game \( \hat{G} \) is not far from that from the matched control policy \( \pi_w \) in the original game \( G \).

**Lemma 1.** Given any two matched stationary control policies \( \pi \) and \( \hat{\pi} \) in games \( G \) and \( \hat{G} \), we have

\[
|V_w(\chi, \pi) - \hat{V}_w(\tilde{\chi}_w, \hat{\pi})| \leq \varepsilon_w^{(\text{max})}, \forall \chi \in \chi^{|\mathcal{W}|},
\]

\( \forall \chi \in \chi^{|\mathcal{W}|} \) where \( \tilde{\chi}_w = (\chi_w, s_w) \) with \( s_w = l_w(\chi_{-w}) \).

The proof of Lemma 1 is given in Appendix A, available in the online supplemental material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TMC.2017.2742949.

Based on the result in Lemma 1, Theorem 2 shows that the NE \( \hat{\pi}^* = (\hat{\pi}_w^* : w \in \mathcal{W}) \) in the abstract stochastic game \( \hat{G} \) leads to a bounded regret of playing the matched policy \( \pi^* \) in the original game \( G \). Here, \( \pi^*_w = (\pi^{(c)}_w, \pi^{(p)}_w) \) is the best-response abstract control policy for WSP \( w \).

**Theorem 2.** Let \( \pi_w \) be the control policy that is matched from an abstract control policy \( \hat{\pi}_w, \forall w \in \mathcal{W} \). The corresponding policy \( \pi^*_w \) matched from \( \hat{\pi}^* \) satisfies

\[
V_w(\chi, (\pi_w, \pi^*_w)) \leq V_w(\chi) + 2\varepsilon_w^{(\text{max})},
\]

where \( (\pi_w, \pi^*_w) \) is the joint control policy in original stochastic game \( G \) that results from WSP \( w \) unilaterally deviating from \( \pi^*_w \) to \( \pi_w \).

The proof of Theorem 2 is given in Appendix B, available in the online supplemental material.

Hereinafter, we switch to focus on the abstract stochastic game \( \hat{G} \). Suppose all WSPs play the NE control policy \( \hat{\pi}^* \) in the abstract stochastic game \( \hat{G} \). Along with the discussions in previous sections, under the given expected long-term payoff functions \( V_w(\chi_w) = V_w(\chi, \hat{\pi}^*_w) \), \( \forall \chi_w \in \chi_w \) and \( \forall w \in \mathcal{W} \), the best-response abstract control policy for a WSP \( w \) satisfies (28), \( \forall \chi_w \in \chi_w \). From (28), WSP \( w \) is able to compute the optimal abstract control policy in the abstract game based on its local information.

**Remark 4.** Unfortunately, there are two main challenges involved in solving (28) for each WSP \( w \in \mathcal{W} \): (1) a priori knowledge of abstract network state transition probability, which incorporates the statistics of channel state variations, the packet arrival distributions and the approximation of other competing WSPs’ local network information (i.e., the statistics of \( S_{-w} \), is not feasible; 2) given a classification of the payment/payoff values, the size of local abstract network state space \( \chi_w \) grows exponentially as the number of subscribed MTs increases.

### 4.2 Decomposition of Abstract State-Value Function

From the facts underlying in (20): 1) the channel auction and the packet scheduling decisions, which are made sequentially, are independent across a WSP and the subscribed MTs; and 2) the weak interactions exist in the packet scheduling, the per-slot payoff function (8) of the WSP is separable into components of payment and per-MT utilities. The per-WSP MDP
described by (28) can be hence decomposed into $|N_w| + 1$ independent single-agent MDPs. That is, $\forall w \in \mathcal{W}$, $\forall w(\hat{x}_w)$ can be computed as
\begin{equation}
\hat{V}_w(\hat{x}_w) = \sum_{k \in K} \sum_{w \in N_k} \alpha_{k,w} U_{k,w}(x_{k,w}) - U_w(s_w),
\end{equation}
$\forall \hat{x}_w \in \hat{X}_w$, where the per-MT expected long-term utility $U_{k,w}$ and the expected long-term payment $U_w(s_w)$ of WSP $w$ satisfy
\begin{equation}
U_{k,w}(x_{k,w}) = \max_{\hat{x}_w \in \hat{X}_w} \left\{ (1 - \gamma) U_{k,w}(x_{k,w}, \hat{q}_{k,w}(\pi_{w}^{(\hat{q}_{c}^{(x)}(\hat{x})), \pi_{k,w}^{(p)}(x_{k,w}))}ight\} + \gamma \sum_{\hat{x}_w \in \hat{X}_w} \Pr\{x_{k,w}|x_{k,w}, \hat{q}_{k,w}(\pi_{w}^{(\hat{q}_{c}^{(x)}(\hat{x})), \pi_{k,w}^{(p)}(x_{k,w})})\} U_w(s_w),
\end{equation}
and
\begin{equation}
U_w(s_w) = (1 - \gamma) r_w + \gamma \sum_{s'_w \in S_w} \Pr\{s'_w|s_w, \theta_w(\pi_{w}^{(\hat{q}_{c}^{(x)}(\hat{x}))})\} U_w(s'_w),
\end{equation}
respectively, with $\pi_{w}^{(\hat{q}_{c}^{(x)}(\hat{x}))} = (\hat{s}_{w}^{(\hat{x}_{w})}(\hat{x}_{w}) : w \in \mathcal{W})$. The winner determination and payment calculation during the centralized channel auction process at the CNC leads to the derivation of (31). Such a decomposition enables us to propose an online algorithm for learning the optimal abstract control policy $\pi^*$ in the following section. It is worth to note that the linear decomposition in (29) is different from the linear approximation technique applied in work [22], which ignores the coupling of channel auction among the participating agents.

**Remark 5.** The three key advantages of the linear decomposition approach in (29) are listed as follows.

1. Low computational complexity: In order to deploy a control policy based on the abstract network state $\hat{x}_w \in \hat{X}_w$, each WSP $w \in \mathcal{W}$ has to store the abstract state value function with $|X_{w}^{W} \cdot |S_{w}|$ values. Using the linear decomposition, only $|N_w| \cdot |X| + |S_w|$ values need to be stored. Moreover, the channel auction and the packet scheduling decision makings are simplified and depend on the limited feasible information at the WSP and the MTs, respectively.

2. Low signalling overhead: The linear decomposition motivates the WSPs to let their MTs locally store the individual state value functions $U_{k,w}(x_{k,w})$, $\forall k \in K$, $\forall n \in N_k$ and $\forall x_{k,w} \in X$, which alleviates the signaling of channel state and queue state information between the MTs and the WSPs. The values of $U_{k,w}(x_{k,w})$ are then notified to the WSPs when deciding the true valuation during the channel auction. On the other hand, the WSPs only keep the expected long-term payment values $U_w(s_w)$, $\forall w \in \mathcal{W}$ and $\forall s_w \in S_w$.

3. Near optimality: The solving of a complex Bellman’s Equation (28) is broken into much simpler MDPs. The linear decomposition approach is a special case of the feature-based decomposition method [34], but provides an accuracy guarantee of the approximation of abstract state value function, the research of which has been extensively studied in the literature of reinforcement learning [23, 34, Theorem 2].

### Algorithm 1. VCG Based Channel Scheduling at the CNC at the Beginning of Each Scheduling Slot $t$

1. At current scheduling slot $t$, each MT $n \in N_{k,w}$ ($k \in K$) forwards the private information of $U_{k,w}(x_{k,w}, i_{k,n})$ to its WSP $w \in \mathcal{W}$, where $i_{k,n}$ is given by (34).
2. According to the best-response channel auction policy $\pi_{w}^{(\hat{q}_{c}^{(x)}(\hat{x}))}$, WSP $w$ submits its bidding vector $\beta_{w} = [v_w, \alpha_w]$ to the CNC to report its true valuation on requesting channels, where $v_w$ is given by (33) and $\alpha_w = [\alpha_{k,w} : k \in K]$ with each $\alpha_{k,w}$ given by (32).
3. After collecting bids announced by all WSPs, the CNC determines the auction winners $\theta$ and the channel scheduling $\rho_{w} = [\rho_{k,w} : k \in K, n \in N_{k,w}]$ according to (10) to maximize the sum valuations, calculates the payments $r_w$ according to (11) for each WSP $w$, and then feeds back $\{(\theta_{w}, \rho_{w}, r_{w}) : w \in \mathcal{W}\}$ to all WSPs.

As addressed in Section 2, each WSP $w \in \mathcal{W}$ has a valuation on requesting a number of channels for its MTs at each scheduling slot, which is assumed to be strategic in the channel auction. By decomposing the abstract state value function (29), we can now define the number of requested channels in each cell $k \in K$ as
\begin{equation}
\alpha_{k,w} = \sum_{n \in N_{k,w}} i_{k,n},
\end{equation}
and the true valuation of obtaining $\alpha_{w} = [\alpha_{k,w} : k \in K]$ as
\begin{equation}
v_w = \frac{1}{1 - \gamma} \sum_{k \in K} \sum_{n \in N_{k,w}} \alpha_{k,n} U_{k,n}(x_{k,n})
\end{equation}
\begin{equation}
- \gamma \sum_{s'_w \in S_w} \Pr\{s'_w|s_w, \{\{k \in K, \alpha_{k,w} > 0\}\} U_w(s'_w),
\end{equation}
which together constitute the bid $\beta_{w} = [v_w, \alpha_w]$ of WSP $w$ under the abstract network state $\hat{x}_w \in \hat{X}_w$ at current scheduling slot, where

\begin{equation}
i_{k,n} = \arg \max_{i \in \{0,1\}} \left\{ (1 - \gamma) \sum_{k \in K} \{U_{k,n}(x_{k,n}, i, \pi_{k,w}^{(p)}(x_{k,n})) \right\} + \gamma \sum_{\hat{x}_w \in \hat{X}_w} \Pr\{x_{k,w}|x_{k,w}, \pi_{k,w}^{(p)}(x_{k,w})\} U_{k,w}(x_{k,w}),
\end{equation}
indicates the preference of a MT $n \in N_{k,w}$ ($k \in K$) between obtaining one channel or not, and $1(\Omega)$ is an indicator function that equals 1 if the condition $\Omega$ is satisfied and 0 otherwise. Such a channel auction decision from WSP $w$ cares about not only the immediate revenue from charging the MTs, but the payoff realizations from the future interactions with other competitors. Note that when determining the bid $\beta_{w}$, the private information $U_{k,w}(x_{k,w}, i_{k,n})$ at each MT $n$ needs to be transferred to its subscribing WSP $w$. However, it’s clear that the auction bids can be computed independently at the WSPs. With the definition of auction bids in (33) and (32), we briefly present in Algorithm 1 the design of the VCG auction based channel scheduling at the CNC at the beginning of each scheduling slot $t$.

### 4.3 Learning Optimal Abstract Control Policy

The optimal channel auction and packet scheduling decisions depend on both the expected long-term payments of WSPs and the per-MT expected long-term utilities.
Additionally, in the calculation of true valuation (33) for a WSP \( w \in \mathcal{W} \) at each scheduling slot \( t \), the state transition probability, which is used to forecast the value of expected future payments, is unknown. We propose that each WSP \( w \) maintains over the slots a three-dimensional table \( B^w \), with size \( |S^w| \times |S^w| \times 2 \). Each entry \( b^w(t, t') \) in the table \( B^w \) represents the number of transitions from \( s^w_t = \ell \) to \( s^w_{t'} = \ell' \) when \( \theta^w_t = t-1 \), where \( \ell, \ell' \in S_w \) and \( t \in \{1, 2\} \). The update of \( B^w \) is simply based on the observations of the channel auction results. Then, the state transition probability at slot \( t \) can be estimated as

\[
\Pr\{s^w_{t+1} = \ell' \mid s^w_t = \ell, \theta^w_t = t-1\} = \frac{b^w(t, t')}{\sum_{\ell' \in S_w} b^w(t, t')}.
\]

(35)

Using the union bound and the weak law of large numbers [35] in our considered stationary networking environment, we have \( \forall t, t' \in S_w \) and \( \forall \ell \in \{1, 2\} \),

\[
\lim_{t \to \infty} \Pr\{\Pr\{s^w_{t+2} = \ell' \mid s^w_t = \ell, \theta^w_t = t-1\} - \Pr\{s^w_{t+1} = \ell' \mid s^w_t = \ell, \theta^w_t = t-1\} \mid > \theta\} = 0,
\]

(36)

for an arbitrarily small constant \( \theta \in \mathbb{R}_+ \). And the values of \( U_w(s_w), \forall s_w \in S_w \), are updated according to the reinforcement learning rule,

\[
U_w^{t+1}(s_w) = (1 - \xi^t)U_w^t(s_w) + \xi^t((1 - \gamma)U^t_w + \gamma \sum_{s^w_{t+1} \in S_w} \Pr\{s^w_{t+1} \mid s^w_t, \theta^w_t\} U_w^t(s^w_{t+1})), \quad \text{if } s_w = s^w_t;
\]

\[
U_w^{t+1}(s_w), \quad \text{otherwise},
\]

(37)

where \( \xi^t \in [0, 1) \) is the learning rate and the convergence of the learning rule is guaranteed by \( \sum_{t=1}^{\infty} \xi^t = \infty \) and \( \sum_{t=1}^{\infty} (\xi^t)^2 < \infty \) [23].

Given that all WSPs deploy the best-response channel auction policies, the well-known value iteration [23] can be used by the MTs to find the optimal state value functions (30). However, this method requires full knowledge of the local network state transition probabilities, which is challenging without a priori statistical information of channel state transitions and packet arrivals. To tackle this challenge, we define a post-decision state [36, 37] based on the observation that the new packet arrivals are independent of the channel auction and the packet scheduling decision makings. At current scheduling slot, the post-decision state of a MT \( n \in \mathcal{N}_w \) (\( \forall k \in K \) and \( \forall w \in \mathcal{W} \)) is defined by \( \tilde{x}_{k,n} = (\tilde{H}_{k,n}, \tilde{Q}_{k,n}) \in \tilde{X} \), where \( \tilde{H}_{k,n} = H_{k,n} \) and \( \tilde{Q}_{k,n} = Q_{k,n} - \varphi_{k,n} (\pi^{(\cdot \cdot)}(\tilde{x})) \pi^{(\cdot)}(\tilde{x}) \).

By introducing a post-decision state, we can factor the utility function in (9) into two parts, which correspond to \( \varphi_{k,n} \pi^{(1)}(\cdot) + U^{(2)}(\cdot) \) and \( U^{(3)}(\cdot) \). The probability of state transition from \( x_{k,n} \) to \( x_{k,n} \) can then be expressed as

\[
\Pr\{x_{k,n} \mid x_{k,n}, \varphi_{k,n}(\tilde{x}_w, \pi^{(\cdot \cdot)}(\tilde{x}))\} = \frac{\Pr\{x_{k,n} \mid \varphi_{k,n}(\tilde{x}_w, \pi^{(\cdot \cdot)}(\tilde{x}))\}}{\varphi_{k,n}(\tilde{x}_w, \pi^{(\cdot \cdot)}(\tilde{x})) \pi^{(\cdot)}(\tilde{x}) \}
\]

(38)

where \( \varphi_{k,n}(x_{k,n}, y_{k,n}, x_{k,n}, \varphi_{k,n}(\tilde{x}_w, \pi^{(\cdot \cdot)}(\tilde{x}))\) be the per-MT optimal post-decision state value function given by

\[
U_{k,n}(\tilde{x}_{k,n}) = (1 - \gamma)\phi_{k,n}(x_{k,n}, \varphi_{k,n}(\pi^{(\cdot \cdot)}(\tilde{x}), \pi^{(\cdot)})(x_{k,n})) + \gamma \sum_{x_{k,n} \in \tilde{X}} \Pr\{\tilde{x}_{k,n} \mid x_{k,n}\} U_{k,n}(x_{k,n}).
\]

(39)

Then (30) becomes,

\[
U_{k,n}(x_{k,n}) = \max \{\varphi_{k,n}(x_{k,n}, \pi^{(\cdot \cdot)}(\tilde{x})) \pi^{(\cdot)}(x_{k,n})\} \phi_{k,n}(x_{k,n}, \varphi_{k,n}(\pi^{(\cdot \cdot)}(\tilde{x}), \pi^{(\cdot)})(x_{k,n})) + U_{k,n}(x_{k,n})
\]

(40)

From (40), we find that the per-MT optimal state value function can be directly obtained from the per-MT optimal post-decision state value function by performing maximization over all feasible packet scheduling decisions.

As we know, the number of new packet arrivals in the end of a scheduling slot is unavailable beforehand and so is the number of packet drops at the slot. In this case, instead of directly computing the optimal post-decision state value function as in (39), we propose an online learning algorithm to approach the optimal post-decision state value function by exploring the conventional reinforcement learning techniques [23, 37]. Based on the observations of the local network state \( x_{k,n} \), the channel scheduling result \( \rho_{k,n} \) by the CNC, the number of packet departures \( \varphi_{k,n}^{R_{k,n}} \), the number of packet arrivals \( A_{k,n}^{R_{k,n}} \), the number of packet drops max\( \{Q_{k,n} - \varphi_{k,n}^{R_{k,n}} + A_{k,n}^{R_{k,n}} - Q_{\text{max}}\} \) at current scheduling slot \( t \) and the resulting local network state \( x_{k,n}^{t+1} \) at next slot \( t + 1 \) due to each MT \( n \in \mathcal{N}_w \) (\( \forall k \in K \) and \( \forall w \in \mathcal{W} \)) updates the post-decision state value function on the fly,

\[
U_{k,n}^{t+1}(x_{k,n}) = (1 - \xi^t)U_{k,n}^t(x_{k,n}) + \xi^t((1 - \gamma)U_{k,n}^t(x_{k,n}, \varphi_{k,n}^{R_{k,n}}) + \gamma U_{k,n}^{t+1}(x_{k,n})),
\]

(41)

where the number of packets to be delivered, \( R_{k,n}^{t} \) during scheduling slot \( t \) is determined as

\[
R_{k,n}^{t} = \arg \max \{\varphi_{k,n}(x_{k,n}, \varphi_{k,n}^{R_{k,n}}) + U_{k,n}^{t+1}(x_{k,n})\}
\]

(42)

and the value of the local network state \( x_{k,n}^{t+1} \) at next slot \( t + 1 \) is evaluated by (43). Therefore, the true valuation in (33) of a WSP \( w \) at the beginning of each slot \( t \) during the learning process can be replaced by

\[
n_{w}^{t+1} = \frac{1}{1 - \gamma} \sum_{k \in \mathcal{K}_w} \alpha_{k,n} U_{k,n}^{t}(x_{k,n})
\]

(44)
A predefined stopping condition is satisfied.

The online localized algorithm for learning the optimal post-decision state value functions of a MT $n \in N_{k,w}$ in a cell $k \in K$ subscribed to a WSP $w \in W$ is determined as in [40] with a common channel state $x_{k,n}^t$ observed at slot $t$ for each WSP $t$.

Algorithm 2. Online Algorithm for Learning Optimal Post-decision State Value Functions of a MT $n \in N_{k,w}$ in a cell $k \in K$ subscribed to a WSP $w \in W$

1: initialize the post-decision state value functions for MT $n$, $U_{k,n}^t(x_{k,n}^t)$, $\forall x_{k,n} \in X$.
2: repeat
3: At the beginning of a scheduling slot $t$, MT $n$ observes the local network state $x_{k,n}^t$, calculate $U_{k,n}^t(x_{k,n}^t)$ according to (43) and $\pi_{k,n}^t(x_{k,n}^t)$ according to (45), and sends the information of $[U_{k,n}^t(x_{k,n}), \pi_{k,n}^t]$ to the subscribing WSP $w$.
4: MT $n$ and WSP $w$ await, respectively, the channel allocation $\rho_{k,w}$ and the payment $p_{k,w}$ which are from Algorithm 1. Then WSP $w$ updates the matrix $R_{k,w}$ and the $U_{k,w}^{t+1}(s_{k,w})$ according to (37), and MT $n$ makes packet scheduling decision $R_{k,n}^t$ according to (42).
5: After transmitting the scheduled packets, MT $n$ observes the post-decision state $x_{k,n}^t = (H_{k,n}^t, Q_{k,n}^t, \phi_{k,n}^t, \rho_{k,n}^t)$, the realized utility $U_{k,n}^t(x_{k,n}^t, \phi_{k,n}^t; R_{k,n}^t)$ regarding the packet drops at scheduling slot $t$, and the new local network state $x_{k,n}^{t+1} = (\tilde{Q}_{k,n}^t + A_{k,n}^t, H_{k,n}^{t+1})$ at the following scheduling slot $t + 1$.
6: According to (43) and (41), MT $n$ calculates the state value function $U_{k,n}^t(x_{k,n}^{t+1})$ and updates the post-decision state value function $U_{k,n}^{t+1}(\tilde{x}_{k,n}^t)$, respectively.
7: The scheduling slot index is updated by $t \leftarrow t + 1$.
8: until A predetermined stopping condition is satisfied.

Theorem 3. For each MT $n \in N_{k,w}$ subscribed to a WSP $w \in W$ in a cell $k \in K$, the sequence $\{U_{k,n}^t(\tilde{x}_{k,n}) : \forall t \in N \}$ by Algorithm 2 converges to the optimal post-decision state value function $U_{k,n}(\tilde{x}_{k,n})$, $\forall x_{k,n} \in X$, if and only if the learning rate $\zeta^t$ satisfies: $\sum_{t=1}^{\infty} \zeta^t = \infty$ and $\sum_{t=1}^{\infty} (\zeta^t)^2 < \infty$.

The proof of Theorem 3 is given in Appendix C, available in the online supplemental material.

5 NUMERICAL RESULTS

This section proceeds to quantify the performance of our proposed wireless resource scheduling scheme in a Matlab based simulation environment. When implementing the scheme, Algorithm 2 learns the optimal post-decision state value functions for the MTs across the time horizon, while the channel auction at the beginning of each scheduling slot is conducted according to Algorithm 1.

5.1 General Setup

We compare the achieved performance of MTs from the online supplemental material. When implementing the abstract state space $S_{k,n}$ for each WSP $w \in W$ similarly as in [21] by classifying the value interval of the received payment $p_{k,w}$. Specifically, we split the range of $[0, G_{k,n}]$ into $[G_{k,n} \cdot \frac{1}{2}, 0]$, $[G_{k,n} \cdot \frac{1}{4}, 0]$, $[0, G_{k,n} \cdot \frac{1}{4}]$, $[0, G_{k,n} \cdot \frac{1}{2}]$, $[0, G_{k,n} \cdot \frac{1}{4}]$, $[0, G_{k,n} \cdot \frac{1}{2}]$, $[0, G_{k,n} \cdot \frac{1}{4}]$, $[0, G_{k,n} \cdot \frac{1}{2}]$, where $G_{k,n} \cdot \frac{1}{2} = G_{k,n} \cdot \frac{1}{4} = G_{k,n} \cdot \frac{1}{4} = G_{k,n} \cdot \frac{1}{2}$. Such a splitting can be locally done by each WSP $w$ based on the channel auction results and does not rely on the aggregation function $l_n$.

To optimize the transmit power, buffer delay and packet drops, the $U_{k,n}^{t+1}(x_{k,n}, \phi_{k,n}^t; R_{k,n}^t) = e^{-\frac{R_{k,n}^t}{k,n}}$, $U_{k,n}^{t+1}(x_{k,n}, \phi_{k,n}^t; R_{k,n}^t) = e^{-\frac{R_{k,n}^t}{k,n}}$, $U_{k,n}^{t+1}(x_{k,n}, \phi_{k,n}^t; R_{k,n}^t) = e^{-\frac{R_{k,n}^t}{k,n}}$.

For simulation purpose, we assume Rayleigh channels for the MTs across the scheduling slots. At each slot $t$, the channel state over the spectrum band is an exponentially distributed random variable with a mean of $\bar{T}$ (dB). The value of $H_{k,n}^t$ is determined as in [40] with a common channel state space of discrete values, i.e., $H = \{-18.82, -13.79,$

\[
U_{k,n}^{t+1}(x_{k,n}) = \max_{x_{k,n} \in X_{k,n}} \left\{ (1 - \gamma) \left( \phi_{k,n} U_{k,n}^{t+1}(x_{k,n}^t, \phi_{k,n}^t; \tilde{x}_{k,n}^t), \pi_{k,n}^{t+1}(x_{k,n}^t) \right) + U_{k,n}^{t+1}(x_{k,n}^t, \phi_{k,n}^t; \tilde{x}_{k,n}^t) \right\}.
\]
The number of arriving packets at a MT follows a Poisson arrival process, the average arrival rate of which is denoted by $\lambda$ (packets per scheduling slot). Other general parameter values used in simulations are listed in Table 2.

5.2 Experiment Results

We perform experiments under different settings to validate the theoretical analysis carried out in this paper.

5.2.1 Experiment 1—Convergence of the Proposed Wireless Scheduling Scheme

In this experiment, our primary goal is to validate the convergence property of our proposed learning based wireless scheduling scheme. We assume that there are totally $J = 20$ channels shared by the MTs belonging to different WSPs in the network. At each scheduling slot, the packet arrivals for each MT are generated following a Poisson arrival process with average arrival rate $\lambda = 3$ (packets per scheduling slot). Without loss of the generality, we plot the simulated variations in state value functions, $U_1$ and $U_2$, (in simulations, $|S_1| = 55$, $|S_2| = 50$, $|S_3| = 100$) for $WSP_1$ and $MT_1 \in N_{1,1} = \{1, 2, 3\}$ versus the slots in Fig. 3, which reveals that the proposed scheme converges at a reasonably quick speed.

5.2.2 Experiment 2—Performance with Changing Packet Arrival Rates

This experiment tries to demonstrate the per-MT performance in terms of the average transmit power, the average queue length, the average packet drops and the average utility with different packet arrival rate settings. We choose for all MTs the mean of channel states as $\bar{H} = -6$ dB. The values of other simulation parameters are the same as in Experiment 1. The results are exhibited in Figs. 4, 5, 6 and 7. Fig. 4 illustrates the average transmit power per MT during the whole learning process, where the transmit power of each MT at each scheduling slot is defined in (7). Figs. 5 and 6 illustrate the average queue length and the average number of packet drops per MT, respectively. And Fig. 7 illustrates the achieved average utility per MT.

Each plot compares the performance of the proposed learning based scheme to the three baseline schemes. It can be observed from Fig. 7 that the proposed scheme achieves a significant gain in average utility. Similar observations can be made from the average transmit power per MT in
Fig. 4, though the average queue length and the average packet drops per MT with all four schemes are comparable. This can be explained by the reason that with the network settings by changing the average packet arrival rate in this experiment, the value of \( U_{k,n}(\cdot) \) for each MT \( n \in N_{k,w} \), \( \forall k \in K \) and \( \forall w \in W \), dominates the utility function \( U_{k,n}(\cdot) \). As the average packet arrival rate increases, the average utility performances decrease. Since there are not enough channels for all MTs (i.e., \( J < |N| \)) during one scheduling slot, there might be the case that only some of the WSPs win the channel access opportunities from the channel auction, which gives rises to the number of packets remaining in the queue and the number of packets being dropped. Even if allocated a channel, a MT need to schedule more queued packets for transmission in order to reduce both the queue delay and the packet drops, but at a sacrifice of higher transmit power.

5.2.3 Experiment 3—Performance under Various Means of Channel States
We do this experiment to simulate the per-MT performance achieved from the proposed learning based scheme and other three baseline schemes versus the means of channel states. We configure the parameter values used in simulation as follows: \( J = 30 \) and \( \lambda = 3 \) (packets per scheduling slot). The average transmit power, the average queue length, the average packet drops and the average utility per MT across the entire learning period are depicted in Figs. 8, 9, 10 and 11. From the figures, we can clearly see that with a better channel condition on average, less transmit power on average is needed for packet transmissions. The reason behind this is straightforward, that is, since \( J > |N| \), all WSPs can be guaranteed the requested number of channels on behalf of their subscribed MTs from the CNC. However, Baseline 1 cares only the channel states and does not take into consideration the number of queued packets, hence it realizes worse performance in the per-MT average queue length, the per-MT average packet drops and even the per-MT average utility.

Overall, from Experiments 2 and 3, the proposed learning based scheme outperforms the three baseline schemes with respect to the per-MT average utility performance in all simulations. When making the channel auction and packet scheduling decisions following our proposed scheme, the WSPs and the MTs obviously strike a strategic tradeoff between the immediate payoff performance and the potential payoffs from future competitive interactions.
6 CONCLUSIONS

In this paper, we investigate the wireless resource scheduling problem under a SDN-enabled virtualized RAN scenario. More specifically, the WSP bids for the access to the limited number of channels on behalf of their MTs for packet scheduling over scheduling slots with the objective of maximizing their respective expected long-term payoffs. The CNC applies a VCG pricing mechanism to regulate the auction of channels at each scheduling slot. The problem is modeled as a stochastic game. The channel auction and packet scheduling decisions of a WSP require complete information of both the global network state and the control policy from all the other WSPs in the network, which makes the problem solving extremely challenging in a competitive network. By approximating the interactions among the competing WSPs, the original stochastic game is transformed into an abstract stochastic game, in which each WSP is thus able to behave independently. Furthermore, we decompose the per-WSP MDP into multiple single-agent MDPs to tackle the high signalling overheads and the costly computational complexity faced by each WSP in the abstract stochastic game. Such a decomposition separates the channel auction from the packet scheduling. Following this logic, a WSP makes the channel auction decision at each scheduling slot based on the expected future payments and the valuations received from all its MTs, while each MT determines the number of packets for transmission once receiving the channel scheduling outcome from the CNC. The experiment results clearly show that significant performance gains can be achieved from our proposed work.

ACKNOWLEDGMENTS

This research was supported in part by AKA grants 310786 and 289611, TEKES grants 2364/31/2014 and 2368/31/2014, US National Science Foundation grants 1714754, 1731424, 1704092, 1702850, 1646607, 1457262 and 1461886, and the Program for Zhejiang Leading Team of Science and Technology Innovation under Grant 2013TD20.

REFERENCES

Xianfu Chen received the PhD degree in signal and information processing from the Department of Information Science and Electronic Engineering, Zhejiang University, Hangzhou, China, in March 2013. He is currently a senior scientist with the VTT Technical Research Centre of Finland Ltd., Oulu, Finland. His research interests cover various aspects of wireless communications and networking, with emphasis on network virtualization, software-defined radio access networks, green communications, centralized and decentralized resource allocation, and the application of machine learning to cognitive radio networks. He is a member of the IEEE.

Zhu Han received the BS degree in electronic engineering from Tsinghua University, in 1997, and the MS and PhD degrees in electrical and computer engineering from the University of Maryland, College Park, in 1999 and 2003, respectively. From 2000 to 2002, he was an R&D engineer of JDJSU, Germantown, Maryland. From 2003 to 2006, he was a research associate with the University of Maryland. From 2006 to 2008, he was an assistant professor with Boise State University, Idaho. Currently, he is a professor in the Electrical and Computer Engineering Department as well as in the Computer Science Department, University of Houston, Texas. His research interests include wireless resource allocation and management, wireless communications and networking, game theory, big data analysis, security, and smart grid. He received an NSF Career Award in 2010, the Fred W. Ellersick Prize of the IEEE Communication Society in 2011, the EURASIP Best Paper Award for the Journal on Advances in Signal Processing in 2015, IEEE Leonard G. Abraham Prize in the field of Communications Systems (Best Paper Award in IEEE JSAC) in 2016, and several best paper awards in IEEE conferences. Currently, he is an IEEE Communications Society Distinguished lecturer. He is a fellow of the IEEE.

Honggang Zhang is a full professor with the College of Information Science and Electronic Engineering, Zhejiang University, Hangzhou, China. He is an Honorary visiting professor with the University of York, York, United Kingdom. He was the International chair professor of Excellence for Université Européenne de Bretagne (UEB) and Supélec, France. He served as the chair of the Technical Committee on Cognitive Networks of the IEEE Communications Society from 2011 to 2012. He is currently active in the research on green communications and was the leading guest editor of the IEEE Communications Magazine special issues on Green Communications. He was the co-author and an editor of two books with the titles of Cognitive Communications Distributed Artificial Intelligence (DAI), Regulatory Policy and Economics, Implementation (John Wiley & Sons) and Green Communications: Theoretical Fundamentals, Algorithms and Applications (CRC Press), respectively. He is a senior member of the IEEE.

Guoliang Xue received the PhD degree in computer science from the University of Minnesota, in 1991. He is a professor of computer science and engineering, Arizona State University. His research interests span the areas of Quality of Service provisioning, network security and privacy, cross-layering and networking economics, RFID systems and Internet of Things, smart city, and smart grids. He has published more than 280 papers in these areas, many of which in top conferences such as INFOCOM, MOBICOM, NDSS and top journals such as the IEEE/ACM Transactions on Networking, the IEEE Journal on Selected Areas in Communications, and the IEEE Transactions on Mobile Computing. He was a keynote speaker at IEEE LCN’2011 and ICNC’2014. He was a TPC co-chair of IEEE INFOCOM’2010 and a general co-chair of IEEE CNS’2014. He has served on the TPC of many conferences, including ACM CCS, ACM MOBIVOC, IEEE ICNP, and IEEE INFOCOM. He served on the editorial board of the IEEE/ACM Transactions on Networking. He serves as the area editor of the IEEE Transactions on Wireless Communications, overseeing 13 editors in the wireless networking area. He is a fellow of the IEEE, and the VP-Conferences of the IEEE Communications Society.

Yong Xiao received the BS degree in electrical engineering from the China University of Geosciences, Wuhan, China, in 2002, the MSc degree in telecommunication from the Hong Kong University of Science and Technology, in 2006, and the PhD degree in electrical and electronic engineering from Nanyang Technological University, Singapore, in 2012. Currently, he is a research assistant professor with the Department of Electrical and Computer Engineering, University of Arizona. He is also the center manager of the NSF BWAC Center, University of Arizona. His research interests include machine learning, game theory and their applications in wireless networks. He is a senior member of the IEEE.

Mehdi Bennis received the MSc degree in electrical engineering jointly from the EPFL, Switzerland and the Euromic Institute, France, in 2002. He received the PhD degree in December 2009, in spectrum sharing for future mobile cellular systems. From 2002 to 2004, he worked as a research engineer with IMRA-EUROPE investigating adaptive equalization algorithms for mobile digital TV. In 2004, he joined the Centre for Wireless Communications (CWC), University of Oulu, Finland, as a research scientist. In 2008, he was a visiting researcher in the Alcatel-Lucent chair on flexible radio, SUPELEC. Currently he is an adjunct professor with the University of Oulu and Academy of Finland research fellow. His main research interests include radio resource management, heterogeneous networks, game theory, and machine learning in 5G networks and beyond. He has co-authored one book and published more than 100 research papers in international conferences, journals, as book chapters. He was the recipient of the prestigious 2015 Fred W. Ellersick Prize from the IEEE Communications Society and the 2016 Best Tutorial Prize from the IEEE Communications Society. He serves as an editor for the IEEE Transactions on Wireless Communication. He is a senior member of the IEEE.

For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.