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Abstract—The scarcity of spectrum channels resides in the
limited bandwidth resource and the exploding demand from
spectrum-based services and devices. To help ease this scarcity, the
concept of cognitive radio networks (CRNs) is proposed, where
licensed spectrum holders (primary users) may lease their chan-
nels to unlicensed users (secondary users). Many CRN auctions
are thus designed to incentivize primary users (PUs) to share their
idle channels with secondary users (SUs). Most of these auctions
assume that a transmitting PU does not lease its channel to SUs;
if it leases its channel to SUs, it does not transmit itself. To further
utilize the resource, researchers have studied the scenario where
a transmitting PU is allowed to lease its channels to SUs if the
transmissions of the SUs do not undermine the transmission of the
PU. However, the study assumes that there is only one PU who
owns the licensed channels, whereas in practice, channels may
be contributed by multiple PUs. This prevents the result of the
study from being directly applied to the multi-PU scenario, as the
potential competitions among the PUs are neglected. We extend
the scenario to the CRN with multiple PUs and propose TDSA-PS
as a Truthful Double Spectrum Auction with transmitting Primary
users Sharing. We prove that TDSA-PS is truthful, individually
rational, budget-balanced, and computationally efficient.

1. INTRODUCTION

The cause for the scarcity of spectrum channels are two-
folded: one resides in the limited bandwidth resource and the
other resides in the exploding demand from spectrum-based
services and devices. To help ease such scarcity, the concept
of cognitive radio networks (CRNs) [11] is proposed, where
licensed spectrum holders, a.k.a. primary users (PUs), may
lease their licensed channels to users with no licensed spectrum
channels, a.k.a. secondary users (SUs).

To further utilize the spectrum resource, users may share
the same channel if their transmissions do not fail each other,
which is referred to as spatial reuse. The depiction of such
disruption lies in the interference model of the spectrum net-
work. There are two commonly adopted interference models:
protocol model and physical interference model [6]. In protocol
model, two transmissions are considered to conflict with each
other if the distance between the two users is within a given
interference range. It determines the conflict of a transmission
by considering the distance between two users, where in reality
the interference to a transmission may be accumulated from
multiple nearby transmissions. In this paper, we adopt physical
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interference model (a.k.a. SINR model), where a transmission
is considered to be successful if its SINR ratio is above a given
threshold. We will describe this model in details in Section 3-A.

CRN makes it possible for PUs to share their channels to
SUs from a technology perspective. However, rational PUs
may not voluntarily lease their channels to SUs without proper
incentives to compensate their costs of maintaining and shar-
ing the channels. Thus, incentive mechanisms for CRNs are
designed accordingly where each SU would offer a price to
purchase the channel for short term lease and each PU who
shares its channel would receive a payment as a compensation.
Auctions [9] are commonly adopted incentive mechanisms to
properly allocate channels and compute payments for all PUs
and SUs. Single auctions are the auctions that involve one seller
and multiple buyers, and double auctions are the auctions that
involve multiple sellers and multiple buyers. In CRN auctions,
buyers are the SUs who purchase the channels for short terms
and sellers are the PUs who lease the channels to SUs.

There are several important properties when designing effec-
tive and robust CRN auctions, such as truthfulness, individual
rationality, budget-balance, and computational efficiency, the
concepts of which will be presented in Section 3-C. Truthful-
ness is a very important economic property, as it ensures that
each individual would reveal its valuation/cost honestly in order
to maximize its own utility. Without truthfulness, dishonest
users may increase their utilities strategically, leaving honest
users in fear that the market price may be manipulated.

Most existing truthful CRN auctions assume that a trans-
mitting PU does not lease its channel to SUs; if it leases its
channel to SUs, it does not transmit itself [4, 5, 13, 14, 16, 18,
21, 22, 26, 27]. In practice, it is not compulsory that PUs cannot
transmit while leasing the channels to SUs. Instead, when the
transmissions of PUs and SUs do not disrupt one another,
allowing transmitting PUs to share their channels to SUs would
increase the amount of available spectrum resource for SUs to
further ease the scarcity. Unfortunately, we cannot simple apply
existing truthful CRN auctions to cope with this scenario. A
major reason is that we need to consider the interference from
SUs to PUs (whose transmissions should be guaranteed and not
interrupted) on each channel, which complicates the channel
allocation of the CRN under the SINR model.

In [24], a truthful single auction was proposed by Yang et al.
which allows the transmitting PU to lease its channels to sec-
ondary users if the transmissions of the SUs do not undermine
the transmission of the primary user. However, it assumes that
there is only one PU whereas in practice, channels may come
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from multiple PUs. This prevents the study to be directly
applied to the multi-PU scenario by neglecting the potential
competitions among the PUs in the auction, which require more
complicated channel allocation schemes and payment compu-
tation mechanisms. To cope with the multiple PUs scenario, we
design TDSA-PS as a Truthful Double Spectrum Auction with
transmitting Primary users Sharing.

The main contributions of this paper are:
• To the best of our knowledge, we are the first to consider

truthful double auctions for CRN where transmitting PUs
also share the channels with SUs under the SINR model.

• We propose TDSA-PS to allocate channels and compute
payments for all users, where transmitting PUs share their
channels without undermining their own transmissions.

• We prove that TDSA-PS is truthful, individually rational,
budget-balanced, and computationally efficient.

The remainder of this paper is organized as follows. In
Section 2, we briefly review some state-of-art truthful CRN
auctions. In Section 3, we present the CRN model and the
auction model, introduce the desired properties, and state the
design goal. In Sections 4 and 5, we propose TDSA-PS and
present its analysis, respectively. We present our evaluation
results and the corresponding analysis in Section 6 and draw
our conclusions in Section 7.

2. RELATED WORK

For truthful CRN single auctions, VERITAS [26] was pro-
posed to achieve spatial reuse. Jia et al. proposed a revenue-
maximization auction given prior knowledge on the distribution
of the bids [8]. An O(1)-approximation algorithm was pro-
posed to approximate revenue-maximization [1]. SMALL was
designed [18] to allow each SU to request multiple channels.
To further utilize the spectrum and improve the user satis-
faction, SHIELD [16] was proposed. A truthful and revenue-
maximization auction was proposed by Gopinathan and Li
without prior knowledge on the bids [5]. Group-buying based
auctions [19, 25] are proposed to enhance the buying power
from SUs. ALETHEIA [12] achieves sybil-proofness, where
users cannot benefit from making fake bids. SPECIAL was de-
signed by Wu et al. [17] with adaptive-width channel allocation.
Huang et al. designed a truthful spectrum sharing auction [7]
which allocates the spectrum to a group of heterogenous users.
Yi and Cai designed an ascending price auction [23] with
power-constrained multi-radio SUs. Zhang et al. [24] proposed
a truthful single auction where the PU and SUs may share the
channels together. However, all of these auctions assume there
is only one PU, whereas in practice there are often multiple
PUs, which makes the competitions among PUs non-negligible.

For truthful CRN double auctions, Zhou et al. proposed
TRUST with spatial reuse and homogenous channels [27].
Following this line, TAHES [4] extends the scenario into het-
erogenous channels. TAMES [2] further extends to where each
SU may request multiple channels. DOTA [13] studies multi-
channel scenario from PUs and SUs. Wang et al. proposed an
online truthful double auction TODA [14] where users arrive

in an online manner. Xu et al. studied a secondary spec-
trum market with asymptotic economic efficiency. Yang et al.
proposed PROMISE [21] to approximate the platform utility.
Wang et al. [15] studied truthful spectrum auctions with local-
ity. A predictive double auction was proposed by Liu et al. [10].
None of these auctions considers the transmitting PUs sharing
and cannot be directly applied to this scenario, as the allocation
becomes more complicated with the interference from each PU.

3. SYSTEM MODEL AND PROBLEM FORMULATION

We first present the CRN model and auction model. Then we
introduce the desired properties and state the design goal.

A. CRN Model

There are m primary users PU = {PU1, ..., PUm}. Each PUi
owns one licensed channel CHi, where the channels are orthog-
onal. Let C denote the set of channels {CH1, CH2, ..., CHm}.
PUi is equipped with a transmitter Ti to send signals with a
fixed transmission power ρi. When leasing its channel CHi

to the SUs, PUi transmits its own signal using CHi at the
same time. For each PUi, it needs to transmit its signals to hi
locations: Li = {L1

i , L
2
i , ..., L

hi
i }.

There are n secondary users SU = {SU1, SU2, ..., SUn}.
Each SUj consists of a transmitter and a receiver: Γj and Υj .
The transmission power of Γj is fixed at %j . SUj requests dj
channels to transmit its signal and it does not differentiate
the channels from one another. When it is clear from the
context, we also use Γj and Υj to represent the locations of
the transmitter and receiver, respectively.

Let yji be the indicator that SUj is allocated to transmit its
signal in channel CHi. If SUj is assigned to CHi, y

j
i = 1;

yji = 0 otherwise. SUj’s acquisition of dj channels is in-
dicated by

∑m
i=1 y

j
i = dj . Define yi = (y1

i , y
2
i , ..., y

n
i ) and

y = (y1,y2, ...,ym). Let E(l1, l2) be the Euclidean distance
from location l1 to location l2.

To measure if a transmission is successful at location Lli for
PUi, we use a concept named Interference Temperature Limit
(ITL) [3], which is imposed by the Federal Communications
Commission (FCC). If the cumulative interference received at
a location is below its maximum tolerated ITL, the transmission
is considered to be successful; and failed otherwise. Let γi > 0
be the maximum tolerated ITL for PUi. PUi’s transmission at
location Lli is successful if the following inequality holds:∑

yji=1

%j

E(Γj , Lli)
α ≤ γi, (3.1)

where α ∈ [2, 4] is the path loss exponent [6]. The inequality
indicates that the cumulated interference from the SUs who
transmit signals using CHi is below the maximum tolerated
ITL. To make PUi’s transmission successful, we need to
guarantee the inequality (3.1) to hold at each location Lli ∈ Li.

For each SUj , its Signal to Noise and Interference Ratio
(SINR) [6] in channel CHi (if allocated) is defined as

SINRji =

%j
E(Γj ,Υj)

α

ρi
E(Ti,Υj)

α +N0 +
∑
j′ 6=j,yj

′
i =1

%j′

E(Γj′ ,Υj)
α

, (3.2)



where N0 is the background noise. The numerator depicts the
signal strength that is received at receiver Rj from transmitter
Tj . The denominator consists of three parts: ρi

E(Ti,Υj)
α depicts

the interference at receiver Rj from primary user Pi, N0 is the
background noise, and

∑
j′ 6=j,yj

′
i =1

%j′

E(Γj′ ,Υj)
α is the cumulated

interference from all SUs who are also assigned to use the same
channel CHi to transmit their signals. SUj’s transmission is
considered to be successful if its SINR is above a pre-defined
SINR threshold βj for each of its assigned channels, i.e.,

SINRji ≥ βj ,∀y
j
i = 1. (3.3)

Feasible allocation: An allocation y is feasible iff the inequal-
ity (3.1) holds for each location Lli and the inequality (3.3)
holds for each SUj .

B. Auction Model

There is an auctioneer who conducts the double auction (e.g.,
the FCC). Each PUi has a private cost ci > 0 to manage
leasing CHi to the SUs. PUi submits an ask ai > 0 as the
minimum required compensation for leasing CHi. Note that
ai and ci are not necessarily the same, since PUi may benefit
by strategically reporting ai 6= ci. We use the ask vector a to
denote (a1, a2, ..., am). Each SUj has a private valuation vj >
0 if it acquires at least dj channels. SUj submits a bid (bj , dj),
where bj is the maximum amount that SUj is willing to pay for
dj channels. bj and vj are not necessarily the same, as well. We
use the bid vector b to denote ((b1, d1), (b2, d2), ..., (bn, dn)).
Let xi be the indicator of whether PUi is a winner. If PUi wins
the auction and leases CHi to SUs, xi = 1; xi = 0 otherwise.

Upon receiving the asks and bids, the auctioneer computes
the winning indicator vector x = (x1, x2, ..., xm) and the
allocation indicator y. Let pi be the payment made to PUi and
qj be the payment collected from SUj . We define the payment
vectors p as (p1, p2, ..., pm) and q as (q1, q2, ..., qn). PUi’s
utility µi is defined as

µi = (pi − ci)xi, (3.4)

which is the payment received minus the incurred cost. SUj’s
utility νj is defined as

νj =

{
vj − qj ,

∑m
i=1 y

j
i ≥ dj ,

0, otherwise,
(3.5)

which is the valuation minus the payment made. The utility of
the auctioneer u is defined as

u =

n∑
j=1

qj −
m∑
i=1

pi, (3.6)

which is the difference between the payments collected from
the SUs and the payments made to the PUs.

C. Desired Economic Properties and Design Goal

There are several desired economic properties that a good auc-
tion mechanism should possess. We list them in the following
with the corresponding definitions.

• Truthfulness: An auction is truthful if for each PU (SU),
it would reveal its cost (valuation) to maximize its utility,
regardless of the asks and bids from the other users.

• Individual Rationality: An auction is individually ratio-
nal if for each PU (SU), its utility is non-negative if it
reveals its cost (valuation).

• Budget-balance: An auction is budget-balanced if the
auctioneer’s utility is non-negative.

• Computational Efficiency: An auction is computationally
efficient if the mechanism can be conducted within a
polynomial time complexity.

The goal of this paper is to design a spectrum double
auction such that under the network and auction model pre-
sented in Section 3-A, it produces a feasible allocation y and
payments p and q while being truthful, individually rational,
budget-balanced, and computationally efficient.

4. DETAILED DESIGN OF TDSA-PS

The rationale behind TDSA-PS is that we first sort all PUs in
a non-decreasing order of asks and all SUs in a non-increasing
order of per-channel bids. We try to find the smallest index k
and the largest index l such that the first k PUs can be assigned
to the first l SUs in a bid-independent allocation method, where
the allocation is feasible. To guarantee truthfulness, we use the
k+1-th PU’s ask and l+1-th SU’s per-channel bid to compute
the payments for the winning users.

Algorithm 3 is the main algorithm for TDSA-PS. It calls two
functions: Avail() as in Algorithm 1, which returns a set of
available channels for an SU; and Allocate() as in Algorithm 2,
which produces a feasible allocation to assign a subset of SUs
to a subset of PUs. We present these two functions before the
main algorithm of TDSA-PS.

Algorithm 1: Avail(y,PU i, j)
1 C′ ← ∅;
2 for i′ ← 1, ...,m do
3 if PUi′ ∈ PU i then
4 yji′ ← 1;
5 if the allocation y is feasible then
6 C′ ← C′ ∪ {CHi′};
7 end
8 yji′ ← 0;
9 end

10 end
11 return C′

Algorithm 1 takes as input an allocation y, a set of PUs
PU i, and an index j of SUj . It returns the set of channels C′,
which comes from the PU set PU i, such that if SUj is assigned
to channels in C′, SUj’s transmissions are successful without
failing the other transmissions allocated in y.

First, the set C′ is initialized to ∅ in Line 1, Algorithm 1.
For each channel CHi′ such that PUi′ ∈ PU i, we temporarily
set the allocation yji′ to 1 in Line 4, and check the feasibility
of the allocation y in Line 5, where the feasibility definition of



an allocation is introduced in Section 3-A. If the allocation is
feasible, we add the channel CHi′ into C′ in Line 6 and reset
the allocation yji′ back to 0. The algorithm returns the set C′.

Algorithm 2: Allocate(k, l,a,b,PUk,SU l)
1 flag ← true, x′ ← 0, y′ ← 0;
2 for j′ ← 1, ..., n do
3 if SUj′ ∈ SU l then
4 C′ ← Avail(y,PUk, j′);
5 if |C′| < dj′ then
6 flag ← false;
7 else
8 for d′ ← 1, ..., dj′ do
9 k∗ ← arg mink′{

∑m
g=1 y

′g
k′ |CHk′ ∈

C′, y′j
′

k′ = 0};
10 x′k∗ ← 1, y′j

′

k∗ ← 1;
11 end
12 end
13 end
14 end
15 return (flag,x′,y′)

Algorithm 2 assigns channels from PUs in PUk to SUs in
SU l. The algorithm takes as input the indexes k and l, the ask
vector a and bid vector b, the PU set PUk, and the SU set
SU l. Allocate returns the boolean indicator flag, the winning
indicator x′, and the allocation vector y′, where flag is set to
true if there is a feasible allocation, and false otherwise.

In Line 1, flag is set to true initially, and the winning
indicator x′ and allocation vector y′ are set to 0. From Line 2 to
Line 14, we proceed with each SUj′ ∈ SU l. We use function
Avail() to compute the available channel set C′ for SUj′ in
Line 4. If there are not enough channels to satisfy SUj′’s
demand dj′ in Line 5, flag is set to false. Otherwise, for each
of the dj′ channels allocated to SUj′ (denoted as CHk∗), it is
selected as the channel with the least number of SUs assigned in
C′ (Line 9). x′k∗ and y′j

′

k∗ are updated accordingly in Line 10.
Algorithm 3 presents the main algorithm of TDSA-PS, which

outputs the winning indicator vector x, the allocation vector y,
and the payment vectors p and q. We use an indicator flag to
denote if there is a feasible allocation.

In Line 1, the winning indicator x, allocation vector y, and
payment vectors p and q, are set to 0, initially. In Line 2 and
Line 3, PUs are sorted in a non-decreasing order of their asks
ai and SUs are sorted in a non-increasing order of their per-
channel bids bj

dj
, respectively. l is set to n − 1 and flag is

initialized to false in Line 4. The outer “while” loop from
Line 5 to Line 16, which allocates the channels for the first
l SUs, stops at the condition that flag becomes true or l is
less than 1. At the start of each iteration of the loops (Line 6),
SU l is defined as the first l SUs with the largest l per-channel
bids. The number of PUs (channels) whom SUs in SU l are
assigned to, k, is initialized to 1. We use the inner “while” loop
from Line 7 to Line 12 to compute the value of k for each l,
where the loop continues if flag = false (meaning no feasible

allocation reached by far) and k < m. In each iteration of the
inner loops, PUk is defined as the first k PUs with the smallest
k asks according to Line 8. Then we use the function Allocate
to see if there is a feasible allocation to assign SUs in SU l
to channels from PUk in Line 9. To maintain the non-negative
utility for the auctioneer according to its definition in Eq. (3.6),
we compare the payment made to PUk (k × aik+1

) and the
payment collected from SU l (

∑l
l′=1 dl′

bjl+1

djl+1
) in Line 10. If

the non-negative utility for the auctioneer cannot be guaranteed,
flag is set to false in Line 11. If by the end of each inner
“while” loop, no feasible allocation is found, k is increased by 1
(Line 13). If by the end of each outer “while” loop, no feasible
allocation is found, l is decreased by 1 (Line 15). If there is a
feasible allocation (indicated by flag = true in Line 17), the
payment for each winning PU is the k+1-th smallest ask aik+1

(Line 18) and the per-channel payment for each winning SUl′
is the l + 1-th largest per-channel bid

bjl+1

djl+1
, which makes the

payment for SUl′ be dl′ ×
bjl+1

djl+1
(Line 19).

Algorithm 3: TDSA−PS

1 x← 0, y← 0, p← 0, q← 0;
2 Sort PUs in non-decreasing order of ai:
PUi1 , PUi2 , ..., PUim ;

3 Sort SUs in non-increasing order of bj
dj

:
SUj1 , SUj2 , ..., SUjn ;

4 l← n− 1, flag ← false;
5 while flag = false and l ≥ 1 do
6 SU l ← {SUi1 , SUi2 , ..., SUil}, k ← 1;
7 while flag = false and k < m do
8 PUk ← {PUi1 , PUi2 , ..., PUik};
9 (flag,x,y)← Allocate(k, l,a,b,PUk,SU l);

10 if k × aik+1
≤

∑l
l′=1 dl′

bjl+1

djl+1
then

11 flag ← true;
12 end
13 k ← k + 1;
14 end
15 l← l − 1;
16 end
17 if flag = true then
18 pk′ ← aik+1

, ∀ PUk′ ∈ PUk;

19 ql′ ← dl′
bjl+1

djl+1
, ∀ SUl′ ∈ SU l;

20 end
21 return (x,y,p,q)

5. ECONOMIC PROPERTIES OF TDSA-PS
Theorem 1: TDSA-PS is individually rational, budget-

balanced, truthful, and computationally efficient. 2

To prove Theorem 1, we prove the following lemmas.
Lemma 5.1: TDSA-PS is individually rational. 2

Proof: Let PUi reveal its cost in the auction. Suppose that
it wins and its payment is aik+1

in Line 18 of Algorithm 3.
According to Line 8 of Algorithm 3, PUi’s ask value is lower



than aik+1
. Thus, PUi’s utility is µi = pi−ci = aik+1

−ai ≥ 0
by Eq. (3.4). If PUi loses, its utility is 0 by Eq. (3.4).

Let SUj reveal its valuation in the auction. Suppose that
it wins and its payment is computed as dj

bj′

dj′
in Line 19

of Algorithm 3. Since SUj is a winner, we have bj
dj
≥ bj′

dj′

according to Line 6 of Algorithm 3. Line 8 of Algorithm 2
indicates that it is allocated with dj channels. Thus, SUj’s
utility is νj = vj − qj = bj − dj

bj′

dj′
≥ 0 by Eq. (3.5). If

SUj loses, its utility is 0 by Eq. (3.5).
Lemma 5.2: TDSA-PS is budget-balanced. 2

Proof: Line 10 of Algorithm 3 indicates that if the auction
produces any winners, k × aik+1

≤
∑l
l′=1 bjl+1

dl′
djl+1

. Since

aik+1
is the payment for each winning PUi, and dl′

bjl+1

djl+1

is the payment for each winning SUl′ (Lines 18 and 19 of
Algorithm 3), we have u =

∑n
j=1 qj −

∑m
i=1 pi ≥ 0. If there

is no winner, the auctioneer’s utility is 0 by Eq. (3.6).
Lemma 5.3: TDSA-PS is truthful. 2

Proof: For each PUi, if it is a winner by revealing ai =
ci, suppose that the winning PU set is PUk∗ . PUi’s utility is
aik∗+1

− ci ≥ 0 according to Lemma 5.1. If by changing its
ask it remains a winner among the top k∗ PUs, there is still
a feasible allocation for these winners since the assignment in
Algorithm 2 is bid-independent. Thus, with the same payment
aik∗+1

, and PUi’s utility does not change. If PUi loses the
auction, its utility drops to 0.

Now suppose that PUi is a loser by revealing ai = ci, we
have ai ≥ aik∗+1

and PUi’s utility is 0. If by changing its
ask, it becomes a winner, the new winning PU set PUk′ must
satisfy k′ ≤ k∗. This is because when ai = ci, Allocate returns
true at PUk∗ and returns false at PUk∗+1. After PUi changes
its position, Allocate returns true no later than it reaches to
PUk∗ . Thus, the new payment is aik′+1

≤ aik∗+1
≤ ai, which

makes PUi’s utility non-positive. If by changing its ask, PUi
remains a loser, its utility remains 0.

For each SUj , suppose that it is a winner by revealing bj =

vj and the winning SU set is SUl∗ . Its utility is vj−dj
bjl∗+1

djl∗+1

≥
0 according to Lemma 5.1. If by changing its bid, it remains a
winner among the top l∗ SUs, there is still a feasible allocation
for these winners since the assignment in Algorithm 2 is bid-
independent. Thus, the payment is dj

bj
l′+1

dj
l′+1

≥ dj
bjl∗+1

djl∗+1

, which
does not increase SUj’s utility. SUj cannot be a winner if
it does not belong to SUj∗ because adding SUs into SU l∗
makes Allocate returns false in the iteration for SU l∗+1. If
by changing its bid SUj becomes a loser, its utility is 0.

Now suppose that SUj is a loser by revealing bj = vj ,
and the winning SU set is SU l∗ . We have vj

dj
≤

bjl∗+1

djl∗+1

. If
by changing its bid, SUj remains a loser, its utility remains
0. If by changing its bid, SUj becomes a winner in the
winning SU set SU l′ , we have l′ ≤ l∗. This is because there
is no feasible allocation for SU l∗+1 when bj = vj . In the
new allocation, to put SUj as a winner, at least one of the
SUs in the original SU l∗ becomes a loser to make room for

SUj , which makes l′ ≤ l∗. Therefore, SUj’s new utility is
vj − dj

bj
l′+1

dj
l′+1

≤ vj − dj
bjl∗+1

djl∗+1

≤ 0.
Lemma 5.4: TDSA-PS is computationally efficient. 2

Proof: The time complexity of TDSA-PS is
O(m2n2(mn+ n2 + nL)), where L = max{|Li|}.

With Lemmas 5.1 to 5.4, Theorem 1 is proved.

6. PERFORMANCE EVALUATION

We evaluate the performance of TDSA-PS. We compare the
results of TDSA-PS with those of DOTA [13], as the two
mechanisms both study truthful CRN double auctions where
SUs request multiple channels. To make fair comparisons, we
apply the group formation results of TDSA-PS to DOTA.
Implementations were run on a Linux system with Intel Core
I7-4700 3.5Hz and 16GB memory.

In DOTA, after the groups of SUs are given, a group bid is
computed as the minimum bid of the SU in the group and the
group demand is the largest demand of the SU in the group.
Then SU groups are assigned to channels in favor of the group
bid. Each winning PU’s payment equals to the smallest losing
PU’s ask, and each winning SU group’s payment equals to the
largest losing SU group bid. In each winning SU group, all
SUs share the group payment.

A. Environment Setup and Performance Metrics

Environment Setup: Most of the CRN parameters in this
paper are the same as in [20]. The geographic area of the CRN
is defined as a square of size 1000 × 1000. All transmitters
and receivers are distributed uniformly at random within. For
each PUi, the number of transmitting destination |Li| is ran-
domly distributed over [1, 5]. The powers of all transmitters
are set uniformly at 200w. All asks and per-channel bids are
distributed uniformly at random over (0, 100]. We set the path
loss exponent α = 3.5, the tolerated ITL γi = 10 for all PUs,
and the SINR threshold βj = 10 for all SUs. The background
noise N0 is set to 10−9.

Performance Metrics: We choose average PU utility, av-
erage SU utility, and auctioneer’s utility as the performance
metrics. For each metric, we evaluate the impact from the size
of the PUs and SUs (m and n), by setting m = 50, n ∈
[50, 150] and n = 50, m ∈ [50, 150], respectively. All results
are averaged over 100 times for each parameter configuration.

B. Evaluation Results and Analysis

Fig. 1 shows the impact of m and n on average PU utility.
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Fig. 1. Average PU Utility

From Fig. 1(a), we observe that the average PU utility decreases



with the increment of m. as with more PUs, the competition
among PUs becomes more fierce. From Fig. 1(b), we observe
that the average PU utility increases with the increment of n.
This is because with more SUs to purchase the channels, the
payments made to the PUs increase. Moreover, the average PU
utility from TDSA-PS is higher than that of DOTA, as TDSA-
PS charges each PU the k+1-th lowest ask, and DOTA charges
each PU the min{m∗, n∗}-th lowest price, where m∗ is the
number of winning PUs and n∗ is the number of winning SU
groups. In most cases, k + 1 < min{m∗, n∗}.
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Fig. 2. Average SU Utility

Fig. 2 shows the impact of m and n on average SU utility.
From Fig. 2(a), we observe that the average SU utility increases
with the increment of m where as from Fig. 2(b), we observe
that it decreases with the increment of n. The reasons are
“symmetric” to those for Fig. 1: more PUs results in higher
payments for each winning SU; more SUs introduce more fierce
competition among the SUs. We also observe that the average
SU utility of TDSA-PS is higher than that of DOTA, as TDSA-
PS pays each SU the l + 1-th highest per-channel bid and in
DOTA SUs share payments from the largest losing SU group.
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Fig. 3. Platform Utility

In Fig. 3, we monitor the impact of m and n on the auction-
eer’s utility. From Fig. 3(a), we observe that the auctioneer’s
utility decreases slowly with the increment of m. This is
because with more winning PUs, the total payment paid to the
PUs increases. From Fig. 3(b), we observe that the auctioneer’s
utility increases with the number of n, as with more SUs, the
total payment collected from the SUs increases. Moreover, the
auctioneer’s utility from TDSA-PS is higher than that of DOTA.
This is because in TDSA-PS, there are more winning SUs to
provide a higher payment made to the auctioneer.

7. CONCLUSIONS

We study truthful double auction design in CRNs where trans-
mitting PUs may lease their channels to SUs. We have proposed
TDSA-PS and proved that it is truthful, individually rational,
budget-balanced, and computationally efficient. Extensive eval-
uation results are presented and analyzed.
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